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Herpes simplex virus (HSV-1) lytic infection results in global changes to the host cell proteome and the proteins associated with host chromatin. We present a system level characterization of proteome dynamics during infection by performing a multi-dimensional analysis during HSV-1 lytic infection of human foreskin fibroblast (HFF) cells. Our study includes identification and quantification of the host and viral proteomes, phosphoproteomes, chromatin bound proteomes and post-translational modifications (PTMs) on cellular histones during infection. We analyzed proteomes across six time points of virus infection (0, 3, 6, 9, 12 and 15 h post-infection) and clustered trends in abundance using fuzzy c-means. Globally, we accurately quantified more than 4000 proteins, 200 differently modified histone peptides and 9000 phosphorylation sites on cellular proteins. In addition, we identified 67 viral proteins and quantified 571 phosphorylation events (465 with high confidence site localization) on viral proteins, which is currently the most comprehensive map of HSV-1 phosphoproteome. We investigated chromatin bound proteins by proteomic analysis of the high-salt chromatin fraction and identified 510 proteins that were significantly different in abundance during infection. We found 53 histone marks significantly regulated during virus infection, including a steady increase of histone H3 acetylation (H3K9ac and H3K14ac). Our data provide a resource of unprecedented depth for human and viral proteome dynamics during infection. Collectively, our results indicate that the proteome composition of the chromatin of HFF cells is highly affected during HSV-1 infection, and that phosphorylation events are abundant on viral proteins. We propose that our epi-proteomics approach will prove to be important in the characterization of other model infectious systems that involve changes to chromatin composition. Molecular & Cellular Proteomics 16: 10.1074/mcp.M116.065987, S92–S107, 2017.

Herpes simplex virus (HSV-1) leads to a contagious and persistent infection that affects about 95% of the human population. The HSV-1 genome is a double-stranded DNA molecule that replicates in the host cell nucleus (1). HSV-1 initially infects epithelial cells as a lytic infection, and then enters peripheral neurons where it establishes latency (2, 3). Processes such as viral transcription, viral DNA synthesis, virion assembly and DNA packaging take place in discrete virus-induced structures within the nucleus called replication compartments (1, 4). These processes are temporally regulated by the viral cascades of immediate-early (IE), early (E), and late (L) gene expression. The IE proteins are primarily responsible for counteracting intrinsic host defenses and for activating expression of early-phase genes (1). Early viral pro-
tein include enzymes, transcriptional activators, and DNA-binding proteins necessary to initiate transcription and viral DNA replication. Early-late genes (E-L) are initially transcribed at low levels and up-regulated during viral DNA replication, whereas true-late genes are expressed exclusively after DNA replication and include proteins required for the assembly of the progeny HSV-1 virions. The efficacy of HSV-1 lytic infection depends on the ability to modulate the host cell proteome. Here we focus on proteomic changes during lytic infection of primary human foreskin fibroblast (HFF) cells, including protein post-translational modifications (PTMs) and proteins associated with the host chromatin.

Upon HSV-1 infection, viral genomes enter the nucleus and become "chromatinized" as the non-nucleosomal state is transformed into a chromatin structure that resembles the host genome (3, 5). The assembly and modulation of nucleosomes during infection is dependent on a plethora of viral and host chromatin components (6). Initially, viral genomes have been shown to carry repressive chromatin marks thought to represent a host silencing mechanism (5, 7). HSV-1 then overcomes this repression through histone H3 acetylation to promote viral gene expression (7). Many chromatin components are involved in the balance between heterochromatin suppression of the viral genome and the euchromatin transition that promotes the expression of viral genes (6). HSV-1 infection also causes extensive reorganization of cellular structures, with nuclear changes including margination of chromatin, enlargement of the nucleus, formation of replication compartments, disruption of the nuclear lamina and nucleoli, and cytoplasmic changes including disruption of the Golgi apparatus and microtubules and genetic damage to mitochondria (4, 8, 9). HSV-1 infection also impacts cellular metabolism, in part by diverting the central carbon metabolism toward production of pyrimidine nucleotide components (10).

HSV-1 proteins are extensively post-translationally processed by both cellular and viral enzymes. Several reports have demonstrated roles for viral kinases (US3 and UL15) and certain cellular kinases (PKA, PKC, CKI, JNK1 or CDC2) in modifications of HSV-1 IE proteins (11–15). Conversely, HSV-1 enzymes may also alter the regulation of PTMs on host proteins and histones. For example, HSV-1 UL13 directly phosphorilates host nuclear lamin proteins and this phosphorylation induces partial lamin disassembly or reorganization that allows virions to reach the inner nuclear membranes (16, 17). However, even though a prior study identified phosphorylation on HSV-1 proteins (18), a global picture of regulation of host phosphorylation upon HSV-1 infection has not been fully investigated. Moreover, virus infection globally affects the host epigenome (19), thus histone PTMs are of particular interest during HSV-1 infection. Histone PTM relative abundance and location is related to chromatin condensation, gene expression, or recruitment of other proteins to chromatin. Host and viral chromatin compete for cellular resources resulting in a battle between host defense mechanisms and viral neutralization of host proteins. For example, HSV-1 manipulates chromatin remodeling complexes such as the polycomb group (PcG) proteins (20), CoREST/REST (21, 22), and SWI/SNF (23) to facilitate viral gene expression.

In this study, we performed extensive proteomic analysis of host and viral proteomes during infection, including phosphorylation events and chromatin bound proteins. Results were clustered to provide an accurate representation of protein/PTM dynamics in a temporal manner, which can be correlated with the different stages of viral lytic infection. Using this approach, we show dynamic changes of virus and host protein levels and PTMs. We propose that changes in histone PTM levels are a direct result of virus infection, such as the accumulation of histone H3 acetylation marks that are indicators of open chromatin (H3K9ac and H3K14ac). By using label-free quantification we provide an estimation of relative protein abundance in infected cells. We also identified 571 phosphorylation sites on viral proteins, showing a relative enrichment of phosphorylated threonine as compared with the relative abundance in the host phosphoproteome. Selected candidate proteins and histone marks were validated by Western blot (WB) analysis and immunofluorescence (IF). In summary, we present a resource of host and viral proteomics that describes protein and PTM regulation during HSV-1 infection with unprecedented temporal resolution.

EXPERIMENTAL PROCEDURES

Cell Growth and Infection—We infected primary human foreskin fibroblast (HFF) and HeLa cells with HSV-1 strain 1 strain 17 syn+ at a multiplicity of infection (MOI) of 3 according to standard methods (24). After virus adsorption, the HFF cells were harvested at 0 (mock-infected controls), 3, 6, 9, 12, and 15 h post-infection (hpi); and HeLa cells were harvested at 0, 4, and 8 hpi.

Antibodies—Primary antibodies were purchased from Abcam (H3K9me1 ab176880, H3K9me2 ab32521, H3K9ac ab177177, H3K14ac ab52946, H3K36me1 ab66857, Brd1 ab181060, SPOP ab137537, LSD1 ab17721, CKII ab76040), Millipore (Billerica, MA) (H3K27me3 07–449, HDAC1 06–720, HDAC2 05–814), Santa Cruz Biotechnology (Santa Cruz, CA) (ICP0 sc-53070, Sigma (actin A5441), Active Motif (Carlsbad, CA) (H3K9me3 39161), Cell Signaling Technology (Danvers, MA) (EZH2 3147), and Novus Biologicals, (Littleton, CO) (H3K4me3 NB21–1023). Secondary antibodies for immunoblotting were obtained from Jackson ImmunoResearch (West Grove, PA) and secondary antibodies for immunofluorescence were obtained from Life Technologies (Carlsbad, CA).

Immunofluorescence, Immunoblotting, and Chromatin Purification—Cells were grown on glass coverslips in 24-well plates and infected as described previously (24). Cells were harvested for immunofluorescence (IF) at the indicated time points, washed in PBS and fixed in 2% paraformaldehyde for 15 min. Coverslips were then blocked and stained as previously described (24) and mounted using ProLong Gold Antifade Reagent (Life Technologies). Immunofluorescence was visualized using a Zeiss LSM 710 Confocal microscope (Cell and Developmental Microscopy Core at UPenn) and ZEN 2011 software. Images were processed using ImageJ and assembled with Adobe CS6. Western blot (WB) analysis was carried out using standard methods. Salt fractionation of nuclei and preparation of salt fractions for nano-liquid chromatography tandem mass spectrometry.
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(nLC-MS/MS) analysis was performed as described previously (25). nLC-MS/MS and data analysis settings were the same as the proteomic analysis described in the next paragraph.

Proteomics and Phosphoproteomics Analysis Using nLC-MS/MS—All chemicals used for preparation of nLC-MS/MS samples were of at least sequencing grade and purchased from Sigma-Aldrich (St. Louis, MO), unless otherwise stated. Cells were lysed in 60 μl of cold lysis buffer (6 M urea/2 M thiourea, 50 mM ammonium bicarbonate, pH 8.2, Phosphatase and Protease Inhibitors Mix (Thermo Fisher Scientific, Waltham, MA) by vortexing. Proteins were digested first with endopeptidase Lys-C (Wako, Cambridge, MA; MS grade) for 3 h, after which the solution was diluted 10 times with 20 mM ammonium bicarbonate. Subsequently, samples were reduced using 10 mM DTT for 1 h at room temperature and alkylated with 20 mM iodoacetamide (IAA) in the dark for 30 min at room temperature. Proteins were then digested with trypsin (Promega, Madison, WI) at an enzyme-to-substrate ratio of 1:50 for 12 h at room temperature. After digestion, the samples were concentrated to the volume of ~100 μl by lyophilization. Phosphopeptide enrichment using titanium dioxide (TiO2) chromatographic resin was performed as previously described (26, 27). The phosphorylated phosphopeptide sample was reconstituted in 0.1% trifluoroacetic acid (TFA) and desalted using Poros Oligo R3 RP (PerSeptive Biosystems, Framingham, MA) 200 columns. Unbound peptides from the TiO2 flow-through and subsequent TiO2 washes were combined and lyophilized to produce a non-modified peptide fraction. The non-modified peptide fraction was resuspended in 0.1% TFA and desalted using Sep-Pak C18 Plus Light Cartridge (Waters, Milford, MA). The peptide samples were subsequently lyophilized and stored at ~80 °C for further analysis.

Dried samples were resuspended in buffer-A (0.1% formic acid) and loaded onto an Easy-nLC system (Thermo Fisher Scientific, San Jose, CA), coupled online with an Orbitrap Fusion Trubrid mass spectrometer (Thermo Fisher Scientific, San Jose, CA). Peptides were loaded into a picofrit 18 cm long fused silica capillary column (75 μm inner diameter) packed in-house with reversed-phase Repro-Sil Pur C18-AQ 3 μm resin. The gradient length was 165 min for the (phos)phoproteome and 105 min for the salt fractions. The gradient was from 2–26% buffer-B (100% ACN/0.1% formic acid) for phosphopeptides and from 4–28% B for unmodified peptides, including salt fractions, at a flow rate of 300 nl/min. The MS method was set up in a data-dependent acquisition (DDA) mode. For full MS scan, the mass range of 350–1200 m/z was analyzed in the Orbitrap at 120,000 FWHM (200 m/z) resolution and 5 × 106 AGC target value. HCD collision energy was set to 37, AGC target to 106 and maximum injection time to 200 msec. Detection of MS/MS fragment ions was performed in the ion trap in the rapid mode using the TopSpeed mode (3 s), MS raw files were analyzed by MaxQuant software (28) version 1.5.2.8 for the salt fractions and version 1.5.5.1 for proteome and phosphoproteome analysis. MS/MS spectra were searched by the Andromeda search engine (29) against the Human Uniprot FASTA database [9606] (20,160 reviewed canonical entries, version December January 2015). Viral proteins were identified using Human Herpesvirus strain 17 (17syn+) [10299] (73 reviewed canonical entries, version December January 2015). Additionally, the database included 247 common contaminants, discarded during data analysis. The search for total proteome included variable modifications of methionine oxidation and N-terminal acetylation, and fixed modification of carbamidomethyl cysteine. Analysis of phosphoproteome included carbamidomethylation on cysteine residues as fixed modification, whereas phosphorylation on serine, threonine and tyrosine residues was set as variable modification. Tryptsin (cleaves K/R) was specified as digestive enzyme with two missed cleaves allowed. Minimal peptide length was set to seven amino acids. Peptide identification was performed with an allowed precursor mass deviation up to 4.5 ppm after time-dependent mass calibration and an allowed fragment mass deviation of 20 ppm. Protein identification required at least one unique or razor peptide per protein group. iBAQ, intensity-based absolute quantification (30), was enabled for protein label-free quantification. For matching between runs, the retention time alignment window was set to 20 min and the match time window was 1 min. All other values were kept as default, including false discovery rate (FDR, <0.01). Protein tables were filtered to eliminate the identifications from the reverse database, only identified by site and common contaminants. iBAQ values were log2 transformed and normalized by subtracting the average of all protein values for each sample (in log2).

Viral proteins were not normalized, as this type of normalization assumes that the total protein level is approximately the same in all samples, which is not applicable for viral proteins. Phosphorylation site abundance was retrieved using the columns “Intensity” from the table Phospho(STY) generated by MaxQuant. Normalization was performed using the same approach as the protein tables, and then the abundance of the phosphorylation was corrected for the protein abundance by subtracting the normalized protein iBAQ value (in log2).

In cases where the respective protein abundance could not be assessed for the phosphorylation site in all samples/conditions, no correction by protein abundance was performed; i.e. missing values were not imputed. All result tables are given as supplemental Tables S1–5. The mass spectrometry proteomics and phosphoproteomics data have been deposited to the ProteomeXchange Consortium (http://proteomecentral.proteomexchange.org) via the PRIDE partner repository with the data set identifier PXD005467.

Quantification of Histone PTMs—Histone purification and analysis was performed as previously described (31). Briefly, histones were acid extracted from nuclei with 0.2 M H2SO4 for 2 h and precipitated with 33% trichloroacetic acid (TCA) for 1 h. Purified histones were dissolved in 30 μl of 50 mM NH4HCO3, pH 8.0. Derivatization reagent was prepared by mixing propionic anhydride with acetonitrile in a ratio of 1:3 (v/v), and such reagent was mixed with the histone sample in the ratio of 1:4 (v/v) for 15 min at 37 °C. This reaction was performed twice. Histones were then digested with trypsin (enzyme/sample ratio 1:20, overnight, room temperature) in 50 mM NH4HCO3. After digestion, the derivatization reaction was performed again twice to derivatize peptide N termini. Samples were desalted prior nLC-MS/MS analysis by using C18 Stage-tips. Samples were analyzed by using a nLC-MS/MS setup. Chromatography was configured with the same type of column and HPLC as for the proteomics analysis. The HPLC gradient was as follows: 2% to 28% solvent B (A = 0.1% formic acid; B = 95% MeCN, 0.1% formic acid) over 45 min, from 28% to 80% solvent B in 5 min, 80% B for 10 min at a flow-rate of 300 nl/min. nanoLC was coupled to an LTQ-Orbitrap Elite mass spectrometer (Thermo Fisher Scientific). A full scan MS spectrum (m/z 300–1100) was acquired in the Orbitrap with a resolution of 120,000 (at 200 m/z) and an AGC target of 5 × 106. MS/MS was performed using a data-independent acquisition (DIA) mode; the entire mass range (300–1100 m/z) was fragmented at every cycle using windows of 50 m/z (16 MS/MS scans total). MS/MS AGC target was 3 × 105, the injection time limit was 50 msec and the CID collision energy was 35. MS/MS data were collected in centroid mode. EpiProfile (32) was used to retrieve the extracted ion chromatograms and estimate the relative abundance of each peptide as compared with the total respective histone. All MS-histone raw files have been deposited in the CHORUS database (https://chorusproject.org/) under project number 1254.

Experimental Design and Statistical Rationale—We performed three distinct proteomics studies on our model system (Fig. 1A). First, to investigate the temporal changes in cellular and viral proteome and phosphoproteome, the infected HFF cells with HSV-1 virus were harvested at 0, 3, 6, 9, 12, and 15 hpi in three biological replicates.
The 0 hpi control sample represents the non-infected HFF cells. The time points were chosen based on the rate of synthesis immediate-early (IE), early (E), and late (L) HSV-1 genes (1). Secondly, we investigated the temporal changes in histone PTMs during HSV-1 infection using the same conditions and number of biological replicates. Finally, we examined the dynamics of the chromatin bound proteome during the HSV-1 infection by performing a high salt nuclei fractionation. To obtain larger quantities of material, the nuclei were isolated from HeLa cells in biological triplicate at 0, 4 and 8 hpi. Only the highest salt fraction (600 mM NaCl) was used for label-free nLC-MS/MS. Each biological replicate of the histone and chromatin bound proteome sample was performed in technical triplicates.

ANOVA test was used in the time-course study of the proteome, phosphoproteome, and histone PTMs to identify proteins/PTMs that are significantly different between at least two time points. We performed paired sample t test to identified proteins with significant differential expression in mock in comparison with 4 hpi and 8 hpi in the chromatin bound proteome study. Every MS-analysis was performed with three biological replicates to provide enough statistical power to apply parametric tests (t test or ANOVA). No samples were excluded as outliers (this applies to all proteomics analyses described in this manuscript). Proteins with ANOVA and t test p value smaller than 0.05 were considered as significantly regulated. Data distribution was assumed to be normal but this was not formally tested.

**RESULTS AND DISCUSSION**

To investigate the dynamics of protein abundance during HSV-1 infection, we evaluated the total proteome at different stages of viral infection. We infected primary HFF cells with HSV-1 strain 17 syn+ at an MOI of 3. After virus adsorption, the cells were harvested at 0 (mock-infected controls), 3, 6, 9, 12 and 15 h post-infection (hpi). The time points were chosen based on expression of immediate-early (IE), early (E) and late (L) HSV-1 genes (1) (Fig. 1A).

ANOVA test was used in the time-course study of the proteome, phosphoproteome, and histone PTMs to identify proteins/PTMs that are significantly different based on the rate of synthesis immediate-early (IE), early (E), and late (L) HSV-1 genes (1). Secondy, we investigated the temporal changes in histone PTMs during HSV-1 infection using the same conditions and number of biological replicates. Finally, we examined the dynamics of the chromatin bound proteome during the HSV-1 infection by performing a high salt nuclei fractionation. To obtain larger quantities of material, the nuclei were isolated from HeLa cells in biological triplicate at 0, 4 and 8 hpi. Only the highest salt fraction (600 mM NaCl) was used for label-free nLC-MS/MS. Each biological replicate of the histone and chromatin bound proteome sample was performed in technical triplicates.

ANOVA test was used in the time-course study of the proteome, phosphoproteome, and histone PTMs to identify proteins/PTMs that are significantly different based on the rate of synthesis immediate-early (IE), early (E), and late (L) HSV-1 genes (1). Secondy, we investigated the temporal changes in histone PTMs during HSV-1 infection using the same conditions and number of biological replicates. Finally, we examined the dynamics of the chromatin bound proteome during the HSV-1 infection by performing a high salt nuclei fractionation. To obtain larger quantities of material, the nuclei were isolated from HeLa cells in biological triplicate at 0, 4 and 8 hpi. Only the highest salt fraction (600 mM NaCl) was used for label-free nLC-MS/MS. Each biological replicate of the histone and chromatin bound proteome sample was performed in technical triplicates.
rated from infected conditions. We observed the highest correlation between 3 hpi/6 hpi and subsequently between 9 hpi/12 hpi samples, whereas the 15 hpi condition clustered separately. Interestingly, 9 hpi and 12 hpi were highly dispersed as compared with other HSV-1 infected conditions. This may reflect temporarily increasing protein dynamics because of the synthesis of IE, E, and L viral genes. Within 9 hpi and 12 hpi both viral DNA replication events and late gene expression are thought to reach their maximum efficiency, whereas at 15 hpi the virus triggers cell death of the infected cell (1). Although the rate of these processes may vary between different infected cells within the population tested, our PCA analysis shows similarities at time points consistent with the overall viral life cycle.

Host Proteome Depth and Quantification—Analysis of the full host cell proteome resulted in total identification of 4612 host protein groups, of which 4030 (~87%) were quantified across all six time points of HSV-1 infection (Fig. 1B; supplemental Table S1A). We detected 4,326 proteins in at least five of the six different conditions, and those proteins were further subjected to fuzzy c-means clustering analysis (Fig. 1C; supplemental Table S1B). Proteins identified in fewer than four conditions (286 proteins) were considered time point specific and subjected to Gene ontology (GO) enrichment (GeneGo’s MetaCore software, Thomson Reuters; FDR < 0.05) (Table S1C). The GO analysis showed that the majority regulate processes such as immune response, viral processes, cell death, structural components assembly, or mitochondrion organization (supplemental Fig. S2). We then sorted for proteins present only in the first three conditions (mock, 3 and 6 hpi). Interestingly, ~50% of these were involved in immune response processes (supplemental Table S1C) known to be suppressed upon virus infection (35). Several of these proteins are reported to be degraded upon viral infection such as ITCH, which was found downregulated at 9–15 hpi (36). Alternatively, some have been shown to participate in antiviral responses early during HSV-1 infection as either positive regulation (e.g. PUM2) (37) or negative regulation (XIAP, SP1) (38). Other proteins that follow the same trend as known viral degradation targets over the time course may represent potential novel candidates for degradation by HSV-1. By sorting for proteins identified primarily at the last three time points (9, 12, and 15 hpi), we observed pro-apoptotic proteins relatively more enriched (e.g. CRADD, PPP2R1B, TRAF5, SH3RF1, SRA1, or LIG4). This may reflect an attempt by the host cell to induce apoptosis as a defense mechanism against infection. This brief overview of the data highlights potential host defense mechanisms and novel targets of HSV-1.

To obtain a comprehensive global picture of the dynamic host proteome during HSV-1 infection we performed unsupervised clustering of protein intensities using fuzzy c-means preceded by z-score normalization (Fig. 2A: supplemental Fig. S3) (34). We obtained the best minimum centroid distance by grouping our dataset into 16 different clusters. Each cluster represents the trend of protein abundance during HSV-1 infection with an average 270 cellular proteins per cluster. Proteins known to be degraded show a general downward trend (e.g. cluster 10) whereas proteins stimulated in response to infection are increased in abundance (e.g. cluster 6). The complex nature of the proteome warranted 14 other patterns depicted by each cluster for the best representation of global trends (supplemental Fig. S3).

To define further the biological enrichment of the 16 clusters we used GeneGo’s MetaCore software (FDR < 0.05) to determine the cell metabolic pathways and protein functions represented in each cluster. The nine major functions found to be enriched overall were RNA metabolic processes, DNA metabolic processes, gene expression, chromatin organization, cell cycle, intracellular transport, response to stress, cell death, and other (Fig. 2B). The global overview of cluster’s GO-enrichment is described in supplementary information section 1. For the purpose of this study, we focused on chromatin remodeling complexes and histone modifiers (supplemental Table S1D). Proteins involved in chromatin and histone modifications were detected in all clusters, with highest enrichment in clusters 10 and 15 (supplemental Fig. S3), which show respectively monotonic (steady) or early (at 3 hpi) decrease in protein abundance in the cell after HSV-1 infection. Interestingly, within these two clusters, we detected a number of proteins involved in regulation of methylation of lysine at position 4 of histone H3, particularly tri-methylation (H3K4me3) (DPY30, WDR82 or OGT) (39–41); histone H2A mono-ubiquitylation (SKP1) (42); or proteins facilitating transcriptional repression (CTBP2, GATA2B2, LOXL2) (43–48).

Furthermore, cluster 15 contained transcriptional regulator ATRX protein, which in complex with DAXX and histone H3.3 is important for heterochromatin silencing at multiple genomic regions (49). ATRX predominantly localizes to highly repetitive heterochromatic sequences via its recognition of ‘repressive’ histone modifications such as H3K9me3 (50). It has been reported that ATRX and DAXX act as a complex in their role in intrinsic resistance to HSV-1 infection (51). The next largest group of chromatin modifiers was detected in cluster 1 (supplemental Fig. S3), which peaks at 3–6 hpi with a decrease at late time points of infection (9–15 hpi). These proteins included histone-lysine N-methyltransferase SETD7 which is involved in mono-methylation of H3K4 (52), histone-lysine N-methyltransferase SMYD3 which has been suggested to methylate H3K4me inducing di- and tri-methylation but not monomethylation (53); transcription elongation factor SPT6H which is required for suppression of the repressive histone mark H3K27me3 (54); and RNA polymerase II-associated factor 1 homolog PAF1, which is involved in histone modifications such as ubiquitylation of histone H2B and methylation on histone H3K4me3 (55, 56). There was also a group of chromatin binding proteins present in cluster 3 (supplemental Fig. S3), which decreases after 6 hpi. Within this cluster, we identified several heterochromatin proteins such as CBX1, CBX3 and...
CBX5/HP1 which recognize and bind histone H3 tails methylated at lysine 9 (H3K9me), leading to epigenetic repression (57, 58). CBX proteins are also known to interact with lamin-B receptor (LBR). CBX dual binding function is involved in the association of heterochromatin with the inner nuclear membrane. Infection with HSV-1 results in changes in nuclear architecture consistent with disruption of the nuclear lamina, including enlargement of the nucleus. Furthermore, several studies support the hypothesis that phosphorylation of the lamina by protein kinase C (PRKCA, PRKCD) mediates lamina disruption during HSV-1 nuclear egress (59, 60). Interestingly, the trend of PRKCA (supplemental Fig. S3, cluster 1) suggests the recruitment of this kinase at early (3–6 hpi) and late (12 hpi) time points of infection. The correlation of CBX protein levels with those of lamin kinases points to specific proteins that may be manipulated by HSV-1 to facilitate entry and egress. The other intriguing protein present in cluster 3 was E3 ubiquitin-protein ligase HUWE1 which has been reported to ubiquitylate all four core histones in vitro (61) as well as control the levels or activities of important cellular regulators such as CDC6 (62), MCL1 (63), MYC (64) and p53 (65). Previous studies reported that p53 plays both, positive and negative roles in HSV-1 replication, but overall promotes HSV-1 infection (66). The observed decrease in abundance of HUWE1 protein at early time points of infection may be necessary for HSV-1 to control processes such as cell survival, apoptosis, DNA damage and DNA replication. All proteins described were significantly regulated according to calculated ANOVA p value (< 0.05). Together, this indicates that several epigenetic and structural factors are actively regulated during HSV-1 infection, and future studies will further examine the functional relevance of these factors.

We then examined host proteins most dramatically regulated during virus infection, by selecting the top 50 host proteins according to the largest coefficient of variation between all stages, i.e. proteins with the highest dynamicity during the course of infection. Data were sorted for the ratio mock-3 hpi versus 12–15 hpi, in order to highlight proteins specifically enriched at early and late stages (Fig. 1D). The GO analysis revealed that extracellular matrix organization (SPARC, COL1A1/2, COL12A1, ATA2, ACTBL2), membrane bounded vesicle (AKTIP, NOSTRIN), immune response (IFITM3, CD63) and damaged DNA binding (PRKDC, CSE1L, HMGB2) among the GO-processes enriched at early time points. Proteins involved in RNA/mRNA processing, regulation of gene expression and cytokinesis were the most dynamic at late time points of infection. Microtubule and membrane organization related proteins were distributed evenly. Collectively, the global analysis of the host proteome revealed expected functional enrichments suggesting that our
dataset accurately represents proteomic changes during HSV-1 infection.

Viral Proteome Depth and Quantification—We next analyzed the viral proteome during different phases of HSV-1 infection. We searched the MS/MS spectra using the reviewed Human herpesvirus 1 (strain 17; 17syn+) (HHV-1) database, which includes 73 proteins, although the total coding capacity of HSV-1 includes at least 84 transcripts that promote and regulate viral infection and spread (67). We identified and quantified 67 structural and nonstructural HSV-1 proteins (Fig. 1B, supplemental Table S2A). Most viral proteins were identified throughout infection but there was a wide dynamic range in abundance at different times (Fig. 1E). We detected 11 (~16%) capsid proteins, 24 (~36%) tegument proteins, 15 (~22%) envelope proteins and 17 (~25%) other proteins. We detected ~90% each of the viral proteins expressed with IE (5 proteins), E (10 proteins) and L (52 proteins) expression kinetics, showing that all three classes of HSV-1 proteins were monitored during the selected infection period. The remaining six proteins not detected may be because of technical limitations such as insufficient solubility, very low abundance or masking by the signal of highly abundant host proteins. Three of these proteins belong to the viral tegument (UL11 and UL55) whereas the other three are in the viral envelope (UL20, UL49.5, US5, and US9) (supplemental Table S2B). Association with membranes is notoriously challenging for MS because of hydrophobicity and limited proteolytic peptides. For comparison, Bell et al. also reported the identification of 67 HSV-1 proteins with similar difficulties detecting UL11, UL20, UL49.5, and US5 proteins (18). Overall, our analysis detected ~92% of all expected HSV-1 proteins, confirming accurate representation of the viral proteome in our dataset. We then investigated the dynamics of HSV-1 proteins during infection by applying the iBAQ protein label-free quantification to estimate absolute protein abundance. The iBAQ algorithm normalizes the summed peptide intensities by the number of theoretically observable peptides of the protein. The iBAQ values yield a good approximation of protein copy number (29), or at least relative abundance of a protein as compared with the others within the same MS run. Within the IE gene products present at 3 hpi, the ICP0 transactivator protein was the most abundant, followed by ICP47, ICP27, ICP4, and ICP22, respectively (Fig. 1E; supplemental Table S2A). The majority of these proteins peaked in abundance at 9 phi and 12 hpi, and then slightly decreased at 15 hpi. A similar pattern was observed for the 10 identified early proteins. Of these, UL9, UL8, and UL52 had about 8-fold lower abundance than the average of all early HSV-1 proteins. The data indicate that these proteins are expressed at lower abundance than other early proteins during HSV-1 infection. At 3 hpi we also identified 42 proteins expressed from genes characterized as late genes, even though their abundance on average was about 30-fold lower when compared with 15 hpi. Overall, most of the late proteins (38 of the 52 proteins) peaked at 9–12 hpi, whereas the remaining 14 proteins were characterized by monotonic increase across five time points (3–15 hpi) (supplemental Table S2A). These 14 proteins may be necessary for interaction with other cellular/viral targets at subsequent steps of the viral life cycle, or may be incorporated into mature extracellular virions. Indeed, Loret et al. confirmed the presence of 12 of these proteins in mature virions (68). Some reports have detected UL53 in mature virions (69, 70), whereas others did not (71). UL3 was identified in our data at the late time points of HSV-1 infection (9–15 hpi). Neurovirulence factor protein ICP34.5 showed an expression time-course similar to UL3. ICP34.5 contributes to HSV-1 resistance to the antiviral effects of α/β interferon (72, 73). Moreover, it recruits the serine/threonine-protein phosphatase PPP1CA to dephosphorylate the translation initiation factor EIF2A, thereby counteracting the host shutoff of protein synthesis involving double-stranded RNA-dependent protein kinase EIF2AK2 (74). Recently it has been shown that the interaction between ICP34.5 and C1QB/P32 at late time points of infection leads to the disintegration of nuclear lamina and facilitates nuclear egress of HSV-1 particles (75). Interestingly, ICP34.5 targets peaked at 9–12 hpi except for EIF2AK2, which increased at 15 hpi (supplemental Fig. S3, cluster 13). Thus, the clustering analysis of ICP34.5 targets is consistent with its late translation. Two of the late genes, UL43 and US8.5, were detected only at 6 hpi and 12hpi. The function of both proteins is still unknown, although UL43 encodes a hydrophobic, myristoylated integral membrane protein (76, 77), whereas US8.5 encodes a nuclear protein that localizes to nucleoli and its mRNA is among the most abundant species packaged in virions (78). The protein intensities of US8.5 and UL43 were ~40 and 270-fold (respectively) lower than the average intensity of all detected HSV-1 proteins. Thus, their lack of detection at 15 hpi may be because of masking by other highly abundant cell-associated virion proteins. In summary, our analysis of the viral proteome is consistent with previously studies and provides a basis for uncovering new viral targets (see supplementary Information section 2 for further discussion of comparisons with prior large-scale proteomics studies).

We next examined the abundance of viral proteins relative to host proteins by comparing intensities. For analysis of the time course-specific proteins in the total proteome, we ranked proteins according to their calculated raw iBAQ abundance within each analyzed condition (supplemental Fig. S4). As expected, we observed that viral proteins increased in relative abundance as compared with host proteins during all time points, however they remained below the absolute intensity of the most abundant host proteins by at least one order of magnitude. Based on this observation, we assume that viral proteins at late time points would not significantly mask or affect accurate quantification of host proteins.

Phosphoproteomics Analysis of Host and Viral Proteome During Infection—Phosphorylation is key to protein regulation
and is extensively employed by virus and host (11–15). We therefore analyzed the phosphoproteome of both viral and cellular proteins over the time course of HSV-1 infection. Analysis of the phosphoproteome was highly reproducible in terms of number of phosphorylation sites identified across different replicates (Fig. 3A). Almost 13,000 phosphosites on host proteins were identified and quantified by combining all six conditions, highlighting the quality and sensitivity of our phosphoproteomic approach (supplemental Table S3A). Surprisingly, nearly all viral proteins were found to be phosphorylated (supplemental Table S4A). The relative ratio of host phosphorylation on serine, threonine and tyrosine amino acid residues (S/T/Y 80:20:1) matched that previously reported for the mammalian phosphoproteome (79, 80). Interestingly, this ratio was different (S/T/Y 58:34:8) within the viral phosphoproteome (Fig. 3B). In particular, phosphorylation on threonine residues showed a relative enrichment. However, it is important to note that the overall relative frequency of threonine residues in the virus proteome is about 1:1 with serine residues, whereas in humans the ratio S/T is about 1.6. This aspect partially compensates for the apparent enrichment of phosphothreonine in the viral phosphoproteome. Phosphorylation was also found to be more dynamic than total protein levels (supplemental Fig. S1A and S1B). From the 12,950 host phosphosites quantified, only 5584 were detected in all conditions. In contrast, 111 viral phosphosites out of 571 were identified across five conditions (3–15 hpi; Fig. 3C). In addition, the correlation between different time points was lower for phosphorylation compared with the protein level, both for host (supplemental Fig. S1C) and virus (supplemental Fig. S1D). This is particularly noticeable at the early time point of infection (3 hpi). This was not unexpected, because phosphorylation events are faster and more dynamic than protein expression. We therefore chose to cluster host phosphorylation events that were detected in at least four conditions across all time points, even if in some conditions they were detected in a single biological replicate. The ideal grouping of the ~9000 phosphosites analyzed fell into 14 clusters (supplemental Fig. S6; supplemental Table S3B). For clustering of the phosphorylation sites on viral proteins we included only those which
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**Fig. 3.** Characterization of phosphoproteome during HSV-1 infection. A, Number of quantified phosphosites for host (purple) and viral (orange) proteins at each time point with biological replicates. B, Counts and relative frequency of amino acid residues modified by phosphorylation within host (purple) and viral (orange) proteins. Viral proteins have a ratio of S:T:Y significantly different from the standard ratio within the mammalian phosphoproteome (80:20:1). C, Histogram representing the number of phosphosites for host (purple) and viral (orange) proteins quantified in each condition. Host phosphosites quantified in at least 4 out of 6 conditions were analyzed using fuzzy c-means clustering. HSV-1 phosphosites were clustered if they were identified in a minimum of two out of three biological replicates in at least one time point. D, Histogram representing the number of phosphorylation sites as a function of the number of (host) proteins. Each mark reflects the number of proteins (y axis) that have the specific number of phosphorylation sites (x axis). Only a single protein has more than 150 phosphorylation sites (SRRM2). E, Top 20 host proteins with the highest number of phosphorylation sites. F, Top 20 viral proteins with the highest number of phosphorylation sites. G, Comparison of our identified viral protein phosphorylation sites (set C, D) to a prior large-scale HSV-1 phosphoproteomics study (set A, B) (18). Confidence - is the confidence score for site localization of the phosphorylation (100% means fully unambiguous).
were identified in a minimum of two out of three biological replicates in at least one time point. Such filters were less stringent than the host phosphoproteome, because the viral phosphoproteome presented many phosphorylation events detected in a single time point. This allowed for the grouping of 455 phosphorylation sites into eight clusters (supplemental Fig. S7; Table S4B). To our knowledge, only 100 of the 571 identified viral potential phosphorylated residues have been previously described (18, 81) (see supplemental Table S4A and associated references).

We next investigated the density of phosphorylation sites across the phosphoproteome and found large differences. We detected 996 proteins with only a single phosphorylation site (Fig. 3D), whereas proteins such as SRRM2 and AHNAK carried respectively 191 and 130 distinct phosphorylation events (Fig. 3E). Viral proteins also displayed variations in the number of phosphorylation sites but the dynamic range was more narrow that that observed in host proteins (Fig. 3F). The viral proteins most enriched for phosphorylation were ICP4 (36 sites) and UL42 (35 sites). A prior report identified 96 unique phosphorylation sites on 37 different HSV-1 proteins (18), of which 62 were covered by our analysis (Fig. 3G). This prior report also found ICP4 (15 sites) as the most heavily phosphorylated viral protein (18). Interestingly, the overall increase in abundance of phosphorylation events on viral proteins appeared delayed as compared with the respective proteome level (supplemental Fig. S5). Of the 50 phosphorylation sites (18), of which 62 were covered by our analysis (Fig. 3G). This prior report also found ICP4 (15 sites) as the most heavily phosphorylated viral protein (18). Interestingly, the overall increase in abundance of phosphorylation events on viral proteins appeared delayed as compared with the respective proteome level (supplemental Fig. S5A and S5B). The viral proteome has its highest distribution (expressed in quartiles of iBAQ values) at 12 hpi, whereas the intensities of phosphorylation events were highest at 15 hpi. Together, these data highlight the dynamics of host and viral phosphorylation and potentially dephosphorylation events, and point toward a role for this modification in regulation of processes during viral infection.

**Changes to the Chromatin Bound Proteome During HSV-1 Infection**—We hypothesized that nuclear replication of HSV-1 may impact the composition of host chromatin and histone PTMs during infection. To investigate chromatin composition during infection, we performed fractionation of nuclei using increasing concentrations of salt to separate proteins tightly bound to DNA (e.g. histones, histone-binding proteins) from those loosely associated with chromatin (e.g. transcription factors) (Fig. 4A) (82, 83). We found that proteins associated with viral DNA (represented by the viral single-stranded DNA binding protein ICP8) elute primarily in low salt fractions compared with proteins such as histones which are tightly bound to host DNA and elute in high salt fractions (Fig. 4B). We did find a subset of viral proteins accumulated in the high salt fraction (e.g. ICP0), suggesting association with host chromatin. We therefore examined whether specific chromatin proteins are differentially associated with host chromatin during infection independently from regulation of their total proteome abundance. To obtain a sufficient amount of material for purification and to test this idea in a second cell model, we performed this study in HeLa cells. We analyzed high salt fractions in uninfected cells (mock) and compared with HSV-1 infections at 4 hpi and 8 hpi. In total we identified and quantified 3275 host proteins, of which 510 were significantly different as compared with mock (t test p value < 0.05 for 4 hpi/mock and 8 hpi/mock) (Fig. 4C; supplemental Table S5A). MS data were also searched against the Uniprot Herpes Simplex Virus (Strain 17; 17syn+) database and revealed 47 viral proteins (supplemental Fig. S8A; supplemental Table S6). HSV-1 transcription factor ICP4 and transcriptional regulator ICP22 have been shown to interact with components of the RNA polymerase II complex (84, 85), which are present in our chromatin-enriched fraction. We also detected tegument protein VP22 enriched in the chromatin fraction, consistent with the finding that it binds mitotic chromatin (86, 87). Enrichment may be because of a direct association with host chromatin or accumulation in other subnuclear structures such as the nucleolus that are also high salt soluble. This is also likely the case for viral mRNA export factor ICP27, which interacts with the nuclear pore complex (88). Interestingly, little is known about any chromatin association of viral protein ICP47, which was also detected in our high salt fraction. Future studies will investigate specific roles of these viral proteins on host chromatin and subnuclear structures.

The number of host proteins within the high salt chromatin fraction became progressively more differentially regulated during infection (supplemental Fig. S8B and S8C). We filtered the dataset for proteins involved in chromatin organization based on the MetaCore and UniProt knowledge database (Fig. 4D and 4E). The majority of host chromatin and histone modifying proteins had relatively small differences in abundance across the analyzed time points, and only 14 significant proteins (t test p value < 0.05) had a fold change larger than 2 (supplemental Table S5B). Between 4 and 8 hpi we observed a gradual increase in abundance of some cellular proteins in the high salt fraction, such as cullin-3 (CUL3), FACT complex subunit SSRP1, and transcription elongation factor SPT6 (SUPT16H) (Fig. 4D and 4E). Cullin-3 is the component of cullin-RING-based BCR (BTB-CUL3-RBX1) E3 ubiquitin-protein ligase complex involved in ubiquitylation of histone macroH2A variant (89, 90). SSRP1 and SUPT16H are the components of the FACT (FAcilitates Chromatin Transcription) histone chaperone complex which is thought to reorganize nucleosomes through the destabilization of multiple intranucleosome contacts (91–93). The FACT complex activity has been linked to methylation of lysine 4 of histone H3, which is a mark enriched on gene promoters undergoing active transcription. This up-regulation of FACT in the high salt fraction is consistent with higher levels of H3K4me3 at early times (3–4 hpi) compared with late points in infection (9–12 hpi) (see Quantification of Histone Post-translational Modifications During Infection). H3K4me3 is associated with active transcription and the global decrease in this mark seen during HSV-1 infection is consistent with shut down of host
transcription. Conversely, specifically at 8 hpi we observed a 5-fold increase for BRD1 as compared with mock (Fig. 4E). To validate our MS results, we used WB to examine the differential accumulation of CUL3, RBX1, and BRD1 proteins within both the total cell lysate and the high salt fractions (Fig. 4F).

We confirmed enrichment of CUL3 and BRD1 proteins in the high salt fraction at 8 hpi, whereas RBX1 abundance was similar across analyzed time points for both total cellular extract and high salt fractions. BRD1 is a component of histone acetyltransferase (HAT) complexes of the MYST family together with Tip60 (KAT5), Hbo1 (KAT7), Moz (KAT6A/Mof (KAT6B) and Mof (KAT7)). BRD1 forms a novel HAT complex with Hbo1 and is responsible for the global acetylation of histone H3 at lysine 14 (H3K14ac) (94). Furthermore, BRD1 was found to bind regions that highly overlap with histone H3K9ac (94). We find a steady increase in H3K9ac throughout infection (see below and Fig. 6), consistent with an increase in BRD1 enriched in the high salt fraction. This may correlate with active transcription in response to infection which would reflect a different subset of genes than those with decreasing H3K4me3. Further studies using chromatin immunoprecipitation experiments to complement our proteomic approach will uncover which genes are marked by these dynamic methylated and acetylated histones.

**Quantification of Histone Post-translational Modifications During Infection**—Finally, we used our optimized in-house workflow to analyze cellular histone PTM changes during HSV-1 infection. To isolate histones we performed purification via acidic extraction, and followed this by derivatization with propionic anhydride (31). After digestion, we performed data-independent acquisition in MS to quantify accurately the canonical and isobaric peptides (95, 96). Chromatographic peak area extraction was performed using the software EpiProfile (32). We quantified 140 different histone peptides (Fig. 5A; supplemental Table S7A), including peptides from H3, H4, H2A, H2B, and H1. Because histone tails can contain several PTMs it is impossible to determine which modifications occur on the same protein. There are some exceptions such as...
H3K27 and K36 modifications, because the peptide aa 27–40 carries both modifications and the sequence variant. In our study, we found a high degree of correlation between replicates and conditions, with most comparisons having a Pearson correlation $> 0.9$ (supplemental Fig. S9A). Despite the minimal changes between time points, we could perform a clear grouping by PCA where replicates of the same condition clustered together (supplemental Fig. S9B). At 15 hpi we observed more scattered distribution of replicates, which may reflect the asynchronous nature of infection. To show the effect of HSV-1 infection on global histone PTMs, we plotted fold change and significance of peptide relative abundance. We compared 6 hpi and 15 hpi to show examples of the variation in changes. The volcano plot of 6 hpi versus mock showed smaller significant changes as compared with 15 hpi versus mock (Fig. 5B). Peptide abundance was then organized in a hierarchical clustering (supplemental Fig. S10) such that trends were grouped for all quantified forms.

To analyze global histone modifications we calculated the abundance of single PTMs using all peptides and compared the trends of single marks (supplemental Table S7B). For example, to estimate globally the relative abundance of H3K14ac, we summed the relative abundances of all peptides carrying this modification (aa 9–17) (i.e. $K9\text{unmodK14ac} + K9\text{me1K14ac} + K9\text{me2K14ac} + K9\text{me3K14ac} + K9\text{acK14ac}$). One example of increased abundance over time was H1K25me2 (Fig. 5C). In addition, the adjacent phosphorylation event on histone H1S26ph was found to be significantly reduced after infection (Fig. 5C). We generated a simplified heatmap including the overall abundance of each single mark (Fig. 5D). H3K9ac and H3K14ac were found to increase steadily during the course of infection, and this was confirmed by WB (Fig. 6A). The marks H3K4me1 and H3K4me3 are enriched on active enhancers and promoters, respectively. H3K4me3 was not detected by MS because of its low abundance, however, WB showed a monotonic decrease in abundance during in-
is usually associated with interruption of H3K9me3 (supplemental Table S7A). This mark was found to increase after infection and peak at 9 hpi (Fig. 6A). A similar trend was observed for H3K4me1 from MS data (Fig. 6D). We also performed IF to examine histone marks during HSV-1 infection (Fig. 6). We observed a decrease in H3K4me3, as well as increases in immunostaining for H3K9ac and H3K14ac. Intriguingly, the increased abundance of H3K9ac and H3K14ac did not appear to accumulate at viral replication compartments (Fig. 6C and 6D), suggesting that these two modifications are predominantly altered on histones that are in host chromatin and not on viral genomes. A further interesting observation was the PTM H3S10ph, which was found to increase after infection and peak at 9 hpi (Fig. 6D and 6A). This mark is usually enriched on chromatin during mitosis (97). Interestingly, the most abundant PTM combination of this phosphorylation was on the peptide modified as H3K9me3S10ph (supplemental Table S7A). This mark is usually associated with interruption of gene repression as an example of a methyl/phospho switch, because the H3K9me3 reader CBX5/HP1 cannot bind the histone PTM in the presence of S10 phosphorylation (98). HSV-1 was recently shown to take advantage of the methyl/phospho switch to reactivate from latency (99), and this might also benefit the lytic phase of infection. The additionally tested histone PTMs such as H3K9me1, H3K27me3 and H3K56me1 have not shown significant difference across six time points of HSV-1 infection (Fig. 6A).

Summary and Future Directions—Our study demonstrates the potential for combining multiple proteomic datasets with clustering analysis to define pathways that regulate the global proteome of human cells during viral infection. Collectively, these proteomic approaches provide unprecedented resolution and the largest and most comprehensive proteomic analysis of HSV-1 infection. The work includes host and virus proteome, phosphoproteome, chromatin enriched proteome and comprehensive analysis of histone PTMs. A comparison with a recent publication investigating the same model system (100) and GO analysis confirmed the robustness of the dataset, making it an important repository for future biological studies. In addition, the chromatin-related data we provide, including enrichment of chromatin bound proteins and histone marks, will pave the way for a deeper understanding of epigenetic alterations to host chromatin during HSV-1 infection. Our experiments were performed using multiple time points to provide temporal resolution and allow correlation analysis across datasets, e.g. proteome and histone PTMs. Here we provide examples of how our data can be used to guide investigation into epigenetic changes on host and/or viral chromatin (see supplemental Table S1-S7 for a layout of navigating our data set). First, our histone PTM data revealed that methylation on H3K4 (H3K4me) was downregulated (Fig. 5D and 6A). Proteomics data highlighted that several proteins involved in the catalysis of these marks, including DPY30, WDR82 or OGT, were also found downregulated at early times (3 hpi) or throughout the infection process (supplemental Fig. S3, clusters 10 and 15). Even more striking was the regulation of SETD7 and PAF1 (supplemental Fig. S3, cluster 1), up-regulated until 6 hpi and then downregulated, matching the trend of H3K4me1 (Fig. 5D) and H3K4me3 (Fig. 6A). Together, these data suggest that H3K4 methylation and proteins involved in depositing and reading this mark are affected by HSV-1 infection. Heterochromatin binding proteins CBX1, CBX3 and CBX5/HP1 were also found downregulated from 9 hpi (supplemental Fig. S3, cluster 3), providing another example of chromatin factors affected by HSV-1 infection. These proteins bind H3K9me3, and to a lesser degree H1K25me2, which are both marks commonly associated with heterochromatin. As mentioned above, H3S10ph, which can prevent CBX5/HP1 binding to H3K9me3 (98), peaked at 9 hpi (Fig. 5D; Fig. 6A). The increase in abundance of H3S10ph is therefore consistent with the reduced abundance of CBX5/HP1 proteins within the chromatin-enriched proteome (Fig. 4E; supplemental Table S5B). The interaction of CBX proteins with lamin B receptor (LBR) contributes to the association of heterochromatin with the inner nuclear membrane. HSV-1 has
been shown to induce CBX5/HP1 dissociation from LBR resulting in destabilization of the nuclear envelope. Our study thus presents a combinatorial approach that confirms the existing data that HSV-1 disrupts the nuclear envelope likely through interrupting H3K9me3-based heterochromatin and lamin association of CBX proteins. Phosphorylation of lamin proteins and associated disruption of the lamina is a conserved feature of herpesvirus infection (16, 101–106). Phosphorylation of lamina components during infection is mediated by both viral and cellular kinases. Previous studies suggested that viral US3 kinase may affect the lamin A/C (LMNA) disrupting function of the envelopment apparatus by UL31 phosphorylation (59). The phosphorylated form of UL31 (at S26, S27, and S43) was suggested to be associated with the inner nuclear membrane, thereby preventing UL31/UL34 aggregation and premature budding of virus (107). Interestingly, the trends of US3 and UL31 expression patterns and identified UL31 phosphosites (S24, S26, S27) (supplemental Fig. S11A and S11B; supplemental Fig. S7, cluster 4) followed the trend of LMNA protein (supplemental Fig. S11C; supplemental Fig. S3, cluster 13). This may support the significance of S24, S26, S27 sites in the regulation of UL31 localization and function. Overall, our data provide specific temporal information of protein and PTM abundance during HSV-1 infection, which will guide future studies into their significance for the virus lifecycle.
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